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’ INTRODUCTION

Experimental and theoretical charge density analysis is nowa-
days very feasible due to the growing availability and capacity of
modern diffraction instrumentation and software for such
studies.1�4 AIM (atom-in-molecules) analysis5 based on electron
density topology is the best theory to be used for analyzing and
comparing experiment and DFT calculations.

Several studies were carried out to describe the electron density
distribution of compounds containing a highly electronegative,
pseudo-halide cyano group in different configurations and sur-
roundings in order to shed light on the real valence structure and
bonding, e.g., in small organic molecules,6�12 metal complexes,13,14

ionic thiocyanate compounds15�17 or materials with NLO
(nonlinear optical) properties.18,19 A recent analysis of the
Cambridge Structural Database (CSD)20 shows the importance
of dipole�dipole interactions in small-molecule crystal packing21

and reveals that the antiparallel geometrical arrangement is
dominant (57.5%) among the structures with CtN groups
while the smaller population is attributed to perpendicular
(19.4%) and shared parallel (23.0%) motifs.22 Interaction energy
calculations have shown some similarities between the cyano and
carbonyl group dipole�dipole interactions.22,23 The standard
resolution crystal structure analysis of 2-methyl-4-nitro-1-phenyl-
1H-imidazole-5-carbonitrile (Figure 1), obtained from RT data24

revealed—beside moderate strength hydrogen bonds—the pre-
sence of the most common antiparallel CtN 3 3 3CtN contacts.

Figure 1. Anisotropic ADP ellipsoids representation of molecule 1with
atom labeling scheme. Ellipsoids are drawn at 50% probability level;
hydrogen atoms are depicted as capped sticks for clarity.
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ABSTRACT: The experimental charge density distribution was
determined for 2-methyl-4-nitro-1-phenyl-1H-imidazole-5-carboni-
tryle, using the Hansen�Coppens multipole model. Free R factor
calculations were performed with MoPro software to find optimal
restraints for a physically meaningful model. The crystal packing is
determined to some extent by weak C�H 3 3 3O and C�H 3 3 3N
hydrogen bonds but mostly by a lateral electrostatic interaction
between antiparallel side-by-side CtN groups. Electrostatic energy
calculationswere performed based on the experimental data and are in
line with the high-level, explicitly correlated theoretical SCS-RI-MP2-
F12 calculations of total energy. The molecular dipole moment and
atomic charge values were compared for different experimental and theoretical models, to highlight the dependence of the electrostatic
property outputs on the applied restraints. Interesting O 3 3 3O contacts are also described. The results are compared with two recently
investigated nitroimidazole derivatives, namely, 1-(20-aminophenyl)-2-methyl-4-nitroimidazole and 1-phenyl-4-nitroimidazole.
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Here we analyze the charge density distribution in this crystal struc-
ture at 100K (hereafter referred to as 1), with a special emphasis on
CtN 3 3 3CtN interactions for which high level correlated SCS-
RI-MP2-F12 quantum chemical calculations have also been
performed.

This paper is a part of our current interests in the effect of the
additional functional groups on the nitroimidazole ring in a series
of 4-nitroimidazole derivatives. So far the experimental charge
density distribution has been analyzed for 1-(20-aminophenyl)-2-
methyl-4-nitroimidazole25 (hereafter referred to as 2, cf. Scheme 1)
and 1-phenyl-4-nitroimidazole26 (hereafter referred to as 3, cf.
Scheme 1). In the present paper free R factor calculations were
performed to obtain the most appropriate restraints for an
optimal, physically meaningful model. The effect of the restraints
on the charge density parameters is also discussed.

’X-RAY DIFFRACTION DATA COLLECTION

A transparent-yellowish parallelepiped crystal (0.27� 0.16�
0.10mm)was chosen for data collection at 100(1) K on anOxford
Diffraction SuperNova four circle diffractometer equipped with
CCD detector and graphite monochromated Mo KR radiation
source (λ = 0.71073 Å). The temperature was controlled with the
Oxford Instruments Cryosystem cooling device. A total of 3962
images were collected in 42 runs to achieve a high data redun-
dancy, and 162 additional reference frames were measured to
assess the stability of the crystal. Diffraction data up to sin θ /λ =
1.0 Å�1 were collected usingω-scanmethod with a rotation width
Δω = 1�. Different exposure times were chosen depending on 2θ
settings of the detector: 15 s forθ = 0.94� and 30 s forθ =�49.29/
+51.16�, with the crystal to detector distance 55mm.The details of
the data collection and the crystallographic statistics are collected
in Table 1.

The unit cell parameters were determined by least-squares fit
of 49643 reflections of highest intensity. Integration of the
reflection intensities, data reduction, and Lorentz-polarization
corrections were done with CrysAlis Red (version 171.33.36d27).
A numeric analytical absorption correction was applied using a
multifaced crystal model,28 and the data sorting and merging
were performed with SORTAV.29

’ LEAST-SQUARES REFINEMENT

The crystal structure was solved with SIR9230 and the
independent atommodel (IAM) refinement was performed with
SHELXL97.31 The crystal structure is in a good agreement with
the previously published room temperature standard resolution
data.26 After the standard refinement with anisotropic model for
non-hydrogen atoms and isotropic for hydrogen atoms, the
SHADE server32 was used to estimate the anisotropic thermal
displacements (ADPs) of the hydrogen atoms.

The charge density distribution was subsequently refined
against structure factor amplitudes with MoPro1�3 using the
multipole Hansen�Coppens model33 for pseudoatom electron

density

FatomðrÞ ¼ FcoreðrÞ þ Pvalk3FvalðkrÞ
þ Σlk

03Rlðk0rÞΣmPlm(ðθ,jÞ ð1Þ
where the two first terms are the spherically averaged core and
valence electron densities of the atom, the last term corresponds
to expansion/contraction of the nonspherical valence density in
terms of real spherical harmonic functions. Pval is the valence
population, Plm( are the multipole populations, and k and k0
are the contraction/expansion parameters. Rl is a radial Slater

Scheme 1 Table 1. Crystallographic Measurement and Refinement
Dataa

chemical formula C11H8N4O2

molecular weight (g/mol) 228.20

temperature (K) 100(1)

wavelength (Å) 0.71073

crystal system monoclinic

space group P21/n

a (Å) 9.8484(1)

b (Å) 9.3614(1)

c (Å) 11.6487(1)

β (deg) 103.573(1)

V (Å3) 1043.96(2)

Z 4

Dcalc (g/cm
3) 1.452

F000 472

absorption coefficient (mm�1) 0.11

absorption correction analytical

Tmin/Tmax 0.979/0.992

crystal to detector distance (mm) 55

crystal size (mm) 0.27 � 0.16 � 0.10

sin θ/λ range (Å�1) 0.08�1.01

limiting indices �19 e h e 19

�18 e k e 18

�23 e l e 23

reflections collected/independent 209341/8939

independent with I > 2σ (I) 6164

Rint(I) 0.066

completeness up to s = 1.00 Å�1 0.9969

refinement method SPH/MULT full matrix least-squares on F2/F

no. of parameters SPH/MULT 186/532

weighting schemeb

SPH w�1 = [σ2(Fo)
2 + 0.0753P2 + 0.0272P]

where P = (Fo
2 + 2Fc

2)/3

MULT w�1 = σ2(Fo)
2

goodness of fit on F2 SPH/MULT 1.05/1.04

final R(F) indices [I > 2σ (I)]

SPH R1 = 0.044, wR2 = 0.148

MULT Rfree R1 = 0.024, wR2 = 0.023,

MULT Free R1 = 0.023, wR2 = 0.023

ΔFmax, ΔFmin (e/Å
3)

(sin θ/λ e 1.00 Å�1)

SPH 0.77(7), �0.21(7)

MULT 0.15(3), �0.14(3)
a SPH and MULT refer to the spherical and multipolar atom model
refinement. b Fo means the magnitude of the Fo.
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type function

RlðrÞ ¼ ξnl þ 3
l

ðnl þ 2Þ!r
nle�ξlr , nl g l ð2Þ

The oxygen, carbon, and nitrogen atoms were refined up to
octupole level (lmax = 3), except for C91 and N91 of the cyano
group, for which the hexadecapole was deemed necessary due to
high electron density concentration (lmax = 4) and the hydrogen
atoms up to dipole level (lmax = 1). An additional investigation of
the hydrogen atom modeling at the quadrupole level is currently
examined, together with dipole moment calculations for different
models. The nl and ξl values were equal 2, 2, 2, 3, and 4.466 au

�1

(O), 2, 2, 2, 3, (4) and 3.176 au�1 (C), 2, 2, 2, 3, (4) and
3.839 au�1 (N), and 1, 1, and 2.00 au�1 (H) (values in
parentheses are for the hexadecapole level of carbon and nitrogen
atoms). The core and valence scattering factors were calculated
from Clementi and Roetti wave functions34 and anomalous
dispersion was taken into account.35 The refinement was per-
formed for the reflections up to s = 1.0 Å�1 with I > 2σ(I) cutoff,
which gives a satisfying number of reflections-to-parameter ratio
greater than 11.

In the first step, the hydrogen atoms ADPs (HYD) were
constrained to the values obtained from the SHADE server32

and H�X distances were constrained to standard values from
the neutron diffraction studies.36 The anisotropic ADPs and
the atomic positions of non-hydrogen atoms (NOH) were
refined against all reflections and then against the high-resolu-
tion data only (s > 0.65 Å�1) in IAM, to ensure proper
deconvolution of the thermal motion from the deformation
electron density.33

Subsequently, k and k0 were set to 1.16 and 1.00, for both
hydrogen and non-hydrogen atoms, respectively;1,2 local sym-
metry constraints and constraints on the charge density para-
meters for all chemically equivalent atoms were imposed to
reduce the number of variables and to produce physically
meaningful parameter values. Afterward the constrained refine-
ment of the valence and multipole populations together with
the k values was performed for all atoms until convergence. Then
the ADPs and atomic positions of non-hydrogen atoms were

included in the refinement. In the following steps, all the charge
density similarity constrains were removed gradually. The only
restraints kept until the end of the refinement were the hydrogen
atoms distances (σd = 0.01) and the atom symmetry onN2 (σsym =
0.01), due to some diffuse static deformation density in the
unrestrained model, as well as the neutrality constraint. This last
multipole model—called later on the Free model—was used in
Rfree calculations,

37,38 and it appeared that the best refinement is
that with weak charge density restraints on all atoms of the
molecule, similar to the MoPro refinement of 2.25 Therefore,
the last steps of the refinement were repeated with the condi-
tions proposed in the “Free R factors calculations” section. The
resulting refinement is called Rfree Model.

The high quality of the refinement is validated by low values of
the rigid bond test39 (cf. Table S1, Supporting Information), with
the highest values for C9�C91 equal 9 � 10�4. The residual
electron densitymaps for the finalmodel Rfree model (R1 = 0.024,
R1free = 0.025, S = 1.04) in the main planes of the molecules show
randomly distributed electron density which does not exceed
(0.15 e/Å3 at 0.9 Å�1 resolution (cf. Figure 2).

’FREE R FACTOR CALCULATIONS

Free R factor calculations were performed to define the
optimal restraints for the charge density model, as this method
allows for a cross validation using entirely diffraction data based
factors. Five percent (1/20) of the reflections were used as a test
set and the remaining 95% in the least-squares refinement. The
strategy for R-free factor calculation consisted of 20 similar
refinements, with the same input molecular file and the same
refinement procedure. In each refinement, a different set of 5%
free reflections was applied. (In the first refinement: the first, 21st
reflections were free; in the second refinement, the second, 22nd
reflections were free; etc.). As a result, 20 different free R factors
(and conventional R factors based on 95% of the reflections)
were obtained. The free R factors were averaged over the 20
individual free R factors obtained from the 20 different refine-
ments. The refinement strategy proposed in MoPro software2,37

was applied, with the following conditions: resolution s < 1.0
Å�1, I > 2σ(I), hydrogen atom distances restrained (σ = 0.01).

Figure 2. Residual electron density in the main planes of molecule 1, cutoff I > 2σ(I), resolution s < 0.9 Å�1, contour 0.05 e/Å3: blue, negative; red,
positive.
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The analyzed factors were

R1 ¼ ∑
jFobs � kFcalcj
∑jFobsj ð3Þ

wR2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑½wðFobs � kFcalcÞ2�
∑½wðFobsÞ2�

s
ð4Þ

calculated for free (5%) and working (95%) sets of reflections.
Two series of refinements were performed, at different

restraints/constraints levels. (For details concerning applied
restraints/constrain, see Supporting Information.)

In the first one, all k coefficients and valence and multipole
populations were constrained to be identical for the chemically
equivalent atoms (e.g., C2 and C6, O81 and O82, etc.). Varying
weights w = 1/σsym

2 were applied to the symmetry restraints of
the atoms. For instance, my mzmirrors were applied on C1�C6
atoms, while C91 and N91 atoms of the nitrile group were
considered to follow a cylindrical symmetry.

The quadratic function Rsym was added to the least-squares
minimized quantity

Rsym ¼ ∑
Nat

i¼ 1
∑
j

Plmði, jÞ
σsym

 !2

ð5Þ

where Plm(i,j) are the multipoles which do not respect the local
symmetry of atom i.

By extension, a symmetry constraint can be considered as a
restraint with zero tolerance, i.e., σsym = 0, meaning w = ∞.

As expected, the wR2F factor decreases when the restraints
weight is lowered. The wR2Ffree shows a U curve with aminimum
observed for moderately restrained refinement (σsym = 0.0125;
wR2Ffree = 2.595) (Figure 3). Increasing values of free R-factor
for weak restraints at the right of Figure 3 indicates that these
refinements are too loose. It is then advised to use restraints
optimally weighted.

As a result, in the second series of R-free calculations, the
symmetry restraints were fixed at the optimal value σsym = 0.0125
and additional refinements were performed with varying levels of
restraints imposed on valence and multipole populations and k’s
similarity between chemically equivalent atoms.

Rsim ¼ ∑
ij

pi � pj
σsim

� �2

ð6Þ

where pi and pj are pairs of identical parameters (k, k0, Pval, Plm)
belonging to equivalent atoms.

Similar curves were observed as in the first refinement
(Figure 4) with the minimum value for the free R factor at
2.54% (σsim = 0.015), which is lower than in the previous test
series (2.59%). Therefore, the combination of the two types of
restraints was chosen, based on the restraint weights bringing the
lowest values of free R-factors. This final refinement strategy
yields a better charge densitymodel (Rfree model) than the totally
constrained or deconstrained refinements. However, the mini-
mum value of wR2Ffree on Figure 4 is not far away from that of the
totally deconstrained refinement. This indicated that the uncon-
strained refinement is not far from being optimal, contrary to the
constrained refinement.

From now on, this optimally restrained model is used in all
following experimental electron density calculations and topolo-
gical analysis (Rfree model). Applying these weak restraints

generally did not change the values of general descriptors and
accordance factors or molecular geometry, with the exception for
the CtN group (especially on the Ftot and r2F at the critical
point) and related electrostatic energy of dipole�dipole inter-
action (see following chapters). Therefore some outputs for the
“Free” will be recalled in subsequent chapters to highlight the
most significant changes. A summary of the two models used in
further discussion is given in Chart 1.

’ELECTRON DENSITY COMPUTATION

The deformation electron density is defined as the difference
between the total molecular density described by multipolar

Figure 3. Crystallographic residual descriptors wR2F and wR2Ffree as a
function of multipole symmetry restraint sigma (σsym) for the first R-free
series of tests.

Figure 4. Crystallographic residual descriptors wR2F and wR2Ffree as a
function of σsim (sigma of charge density similarity restraints) for the
second series of the R-free tests. The atom symmetry restraints were
fixed at σsym = 0.0125.
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atom model and the superposition of spherical independent
atoms (IAM, independent atommodel). The experimental static
deformation electron density was calculated from the crystal-
lographic modeling as the atomic superposition sum over the
molecule

ΔF ¼ Pvalk3FvalðkrÞ �NvalFvalðrÞ
þ Σ1k03R1ðk0rÞΣmPlm(ðθ,jÞ ð7Þ

The static and deformation maps were calculated using
VMoPro and plot with MoProViewer1�3 and the AIM charges
and volumes with WinxPro (version 1.54840).

’THEORETICAL CALCULATIONS

To gain deeper insight into the dipolar nature of the interac-
tion between two molecules 1, two models were set up as shown
in Figure 5. Structure (a) was directly taken from the crystal
structure while (b) is an acetonitrile dimer model, in which all
carbon and nitrogen atoms were positioned as in the crystal while
positions of the hydrogen atoms were reoptimized. The two
models allowed us to study the nature and strength of the inter-
action between twomolecules 1 as well as between an antiparallel
pair of acetonitrile molecules.

We varied the distance d between the cyano groups between
2.3 and 12.0 Å and calculated the energy with different DFT
functionals. Two popular functionals, pure Becke�Perdew 86
(BP86)41�45 and the Becke three-parameter hybrid exchange
functional combined with the Lee, Yang, and Parr (LYP)
correlation functional denoted as B3LYP,41�43,46,47 were used
in connection with the triple-ζ def2-TZVPP basis set.48,49 Since
neither of these functionals account for dispersion interactions,
which are expected to play an important role in dimer interac-
tions, we decided to augment them with empirical Grimme
corrections50,51 (this is denoted as BP86+D and B3LYP+D,
respectively). Moreover, the original Grimme’s B97-D hybrid
functional,52 which was designed to work with these corrections,
was tested. Usual counterpoise corrections (CP)53 were added in
order to correct for the BSSE (basis set superposition error).
Moreover, we have taken advantage of the RI (resolution-of-
identity) approximation54,55 which significantly speeds up the
calculations with a negligible error.

The two models were submitted to high-level, explicitly
correlated SCS-RI-MP2-F12 calculations to benchmark our
DFT results. In this treatment, the Hartree�Fock energy is

corrected through first- and second-order Møller�Plesset per-
turbation theory (MP2).56 In the next step, the correlation
energy was calculated from explicitly correlated theory (F12
method).57 F12 calculations converge quite quickly to the basis
set limit due to additional basis functions which depend on the
interelectronic distance. Moreover, the F12 method was com-
bined with Grimme’s SCS approach58 (default scaling para-
meters cos = 6/5 and css = 1/3 were used) which was shown
to be effective in the case of weak interactions. We used a
specially optimized basis set of Peterson et al. denoted as cc-
pVDZ-F1259 with a corresponding complementary auxiliary
basis (CABS).60 Furthermore for the density fitting in the case
of F12 integrals, we used large aug-cc-pwCVTZ basis sets
(cbas).61 For the density fitting of the Coulomb and exchange
matrices of the Fock matrix conventional aug-cc-pVTZ basis was
applied.62 All calculations were performed with the Turbomole
6.2 program.63

’RESULTS AND DISCUSSION

Experimental Deformation Electron Density and Topolo-
gical Analysis of Covalent Bonds. The static deformation
electron density drawn in the two main planes of the aromatic
rings is depicted in Figure 6 (for a three-dimensional view see
Figure S1 in the Supporting Information). The charge distribu-
tion in the phenyl ring is highly symmetric, as there is no ad-
ditional functional group in this part of the molecule, with the

Chart 1

Figure 5. Two models used in quantum chemical calculations: (a) two
molecules of 1 at the crystal geometry, (b) model acetonitrile dimer for
pure CtN 3 3 3CtN interaction studies.
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total electron density Fcp between 2.11 and 2.20 e/Å3 for C�C
aromatic bonds with lengths between 1.3910(4) and 1.3952(4)
Å (Table S2, Supporting Information).
In the nitroimidazole part of molecule 1 (Scheme 1), the two

most interesting fragments are the nitro and cyano groups. In
molecule 2, drawn in Scheme 1,25 one of the two nitro groups had
to be modeled within anharmonic approximation due to high
Fourier residual peaks in the harmonic model. Despite the
considerable chemical resemblance, the nitro group in 1 (N8,
O81, andO82) does not show exactly the same deformation as in
2. A reason might be the higher density of the crystal structure of
1 (1.45 g/cm3 as compared with 1.41 g/cm3), as well as relatively
strong, directional interactions of this group with the imidazole
and phenyl aromatic rings of neighboring molecule at 1 � x, �y,
2 � z. The comparison of the parameters describing the nitro
groups’ bond critical points in 1 and 2, as well as the differences
between Rfree and Free models of 1 are given in Table S4
(Supporting Information), to highlight the changes introduced
by optimized restraints of the Rfree model and to compare 1 and
2. In general, the differences between the optimized Rfree model
and the unrestrainedmodel are rather insignificant, except for the
topological parameters of the cyano group. The total density and
the Laplacian at the CtN cp are higher in the optimal model,
with differences equal 0.04 e/Å3 (+1%) and 3.1 e/Å5 (+12%),
respectively. The ellipticity of the triple CtN bond is nearly zero
(0.01 in Rfree and 0.00 in Freemodel), consistently with its almost
cylindrical symmetry and in agreement with some published data
(ε = 0.01�0.08).8,12 The N�O distances are nearly the same
(1.2245(3) and 1.2260(4) Å), while in 2, the N�O distances
within the same nitro group differ by as much as 0.005 and 0.014
Å. The values of the Laplacian and ellipticity at BCP in 1
resemble more those of the molecule modeled as anharmonic
in 2, while Ftot 1 is lower, as there is a neighboring cyano group
with the highest value of the total electron density at BCP (Table
S4, Supporting Information).
Electrostatic Properties.Usually, the atomic charge compar-

isons are not straightforward due to different definitions; there-
fore significant discrepancies in values and even in signs have
been observed.64,65 To emphasize and analyze some differences
in atomic charges based on different definitions, Table 2 lists
values of (1) Nval � Pval (Rfree model), (2) Nval � Pval from the
spherical-atom “kappa refinement” (multipoles = 0,66), (3)
integrated AIM charges,40 and (4) with Mulliken charges67

obtained by DFT calculations (B3LYP+D). The calculations
were performed for a single molecule using the conductor-like
screening model (COSMO)68 with the dielectric constant ε set
to infinity to mimic the screening of the electrostatic moments in
crystal.
As described earlier,6,12,13 the cyano group carries a negative

charge, whatever the atomic charge definition (multipolar, spherical,

Figure 6. Static deformation density drawn in the two main planes of the molecule, contours 0.05 e/Å3: blue, negative; red, positive.1�3

Table 2. Atomic Charges (|e|) in Molecule 1 with Different
Definitions and AIM Volumes (Å3)

atom

MUL

charge

SPH-

kappa

charge

AIM

charge

Mulliken

charge

AIM

volume

C1 �0.016 �0.121 0.175 0.093 9.84

C2 �0.009 0.057 0.108 �0.220 10.85

C3 �0.055 �0.015 0.009 �0.100 12.21

C4 0.200 �0.249 0.167 �0.126 11.96

C5 �0.061 �0.017 0.066 �0.104 11.57

C6 �0.008 �0.249 �0.053 �0.216 12.43

C7 �0.194 0.287 0.720 0.218 6.59

C8 �0.067 0.062 0.623 0.080 8.48

C9 �0.265 �0.122 0.304 0.067 9.45

C71 0.236 �0.389 0.233 �0.358 9.94

C91 �0.118 0.007 0.844 �0.126 11.24

N1 �0.054 �0.025 �1.192 0.048 11.51

N2 �0.003 �0.303 �0.957 �0.269 16.54

N8 �0.073 0.532 0.189 0.499 7.92

N91 �0.097 �0.151 �1.160 �0.040 22.54

O81 �0.144 0.057 �0.390 �0.358 19.10

O82 �0.133 0.009 �0.384 �0.368 19.03

H6 0.102 0.056 0.118 0.166 5.66

H2 0.121 0.025 0.055 0.170 6.03

H3 0.162 0.160 0.156 0.156 6.70

H4 0.055 �0.014 �0.008 0.156 7.68

H5 0.157 0.019 0.120 0.157 6.04

H73 0.079 0.167 0.116 0.153 6.46

H72 0.095 0.060 0.079 0.161 5.61

H71 0.088 0.158 0.065 0.162 5.37

Σ �0.002 0.001 0.004 0.000 260.75
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AIM, or Mulliken) and in general the topological magnitude is
much higher than the multipolar one. In 1, the sum of charges for
the C91�N91 cyano group is always negative (�0,215; �0,144,
�0,316, and �0.166 |e| for the four models, respectively), but the
signs and values of individual atoms vary among the definitions, with
highest values for the AIM charges, as expected. On the other side,
the nitro group charge (N8, O81, O82) is negative for the models
MUL, AIM, and Mulliken (�0.350, �0.585, and �0.227 |e|,
respectively) but positive for the kappa model (0.598 |e|). This
amazing result is contrary to chemical intuition. For comparison, in
the two other nitroimidazole derivatives shown in Scheme 1, the
multipolar charges were equal to �0.566, �0.746 |e| in 225 and
�0.34 |e| in 3 26. The integratedAIM charges were�0.746,�0.760
|e| in (2) and �0.62 |e| in (3). Thus, despite the additional
electronegative cyano group in molecule 1, the atomic charges of
1 are closer to those inmolecule 3, in which all additional groups are
replaced by hydrogen atoms.
The dipolar nature of molecule 1 is clearly seen on the

electrostatic potential map for multipolar (Figure 7a,b) and
Mulliken models (Figure 7c,d), with the negative area in line
with the dipole moment values (Table 3). The total charge of
both cyano and nitro groups is �0.9 e/Å for MUL and AIM
models, but �0.52 e/Å for Mulliken definition, whereas the
charge of the remaining group (phenyl ring and methyl group)
carries, as expected, the opposite charges.

Extensive reviews that discuss the dipole moment enhancement
in molecular crystals from X-ray diffraction compared to theore-
tical calculations are available.69,70 Realistic dipole moment
values from multipole refinements are difficult to obtain and
many factors influence the results (radial functions and flexibility,
level of multipole expansion, atomic nuclear motion modeling, H
atoms modeling, etc.).69

In molecule 1 the dipole moment calculations were performed
for the optimally restrainted Rfree model and with COSMO
B3LYP+D calculations for a single molecule, respectively. As
expected,69�71 significant discrepancies occur: tracking the di-
pole moment changes in the refinement process in various test
models showed that this parameter strongly depends on the
hydrogen atoms treatement (constrained/restrained) and on the
small shifts of the valence populations. A thorough study of these
effects is in progress and will be discussed elsewhere.
Intermolecular Interactions. Hydrogen Bonds. Inmolecule 1,

there are three hydrogen bonds, which are however much
weaker than in 2, with donor 3 3 3 acceptor distances classified as
moderate/weak hydrogen bonds. Molecule 1 has no “strong”

Figure 7. Total electrostatic potential drawn in the planes of the two aromatic rings: (a, b) multipolar model, (c, d) Milliken definition; contours
0.05 e/Å; blue positive, red negative.

Table 3. Dipole Moment Values for Different Models

B3LYP+D B3LYP+D + COSMO Rfree model

μ (D) 9.68 12.47 25.71
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hydrogen bond donor, such as the amino group in 2. The only
possibility to formH-bonds is throughH�Chydrogen atoms; cf.
Table 4. The possible acceptors are the oxygen atoms of the nitro
group and the nitrogen atoms of the imidazole ring and cyano
group. The cyano group was reported already as a proton
acceptor in H-bonds, which can successfully compete even with
the amino group.72,73

In the room temperature crystal structure of molecule 1,26

only one weak hydrogen bond was taken into account in the de-
scription of the crystal packing. For the diffraction data collected
at 100 K, the intermolecular contacts are shorter by about 0.1 Å
(Table 4) and the number of directional contacts (D 3 3 3A e
3.5 Å) increases.
These hydrogen bonds and the bond critical point distances

along their topological bond paths were tested by means of
topological analysis and Koch and Popelier (KP) criteria de-
scribed in detail in ref 74. Only two contacts (cp1 and cp3) meet

the van der Waals distances condition for H-bonds; however the
negative sum (ΔrH + ΔrA) for cp2 (Table 5) is very small and
may be discussed according to the refinement strategy. (For the
Free model the sum of radius differences for cp2 is slightly
positive (0.051 Å).)
We also notice that the topology of the intermolecular contact

at the cp17 critical point obtained with the two models show a
change of Ftot (0.060�0.055 e/Å3) and of λ3 0(0.93�0.88 e/Å5)
for the unrestrained and Rfree, models, respectively. These
differences are inside the error bars.
Antiparallel CtN 3 3 3 Ct N Interaction. As mentioned above,

one of the most interesting interactions observed in this crystal
structure is the antiparallel, electrostatic in nature, CtN 3 3 3CtN
interaction, which can be energetically comparable with a moder-
ately strong hydrogen bond.22 In the crystal structure of molecule
1, pairs ofmolecules related by a crystallographic inversion center
are separated by 3.22 Å (perpendicular distance between CN
groups). The centrosymmetric topology of the dipole�dipole
contact clearly depicts the electrostatic nature of this contact,
as the bond path with its critical point (cp 17, Table S6,
Supporting Information) links the triple bonds rather than the
nucleus positions (Figures 8 and 10). The antiparallel arrange-
ment of the cyano groups follows the electrostatic rules. The
static deformation density in the plane of these two dipoles
is depicted in Figure 9. The almost purely electrostatic nature
of this interaction results in an insignificant deformation density
overlap (0.0025 e/Å3), which does not change the CtN ellip-
ticity (ε = 0). The electrostatic energy calculated with VMoPro1�3

for a dimer composed ofmolecules at x, y, z and�x + 2,�y,�z + 2
is equal �19.3 kcal/mol (see following chapter).
The benchmark calculations for the interaction energy at the

crystal geometry with a CtN 3 3 3CtN distance of 3.22 Å,
calculated at SCS-RI-MP2-F12 level of theory yielded �13.06
kcal/mol (see Table 5). This value differs from the experimen-
tally obtained one (�19.3 kcal/mol) because it takes into
account all types of interactions along with repulsion forces.
The one-dimensional potential energy curves for the interaction
of two units of molecule 1 (Figure 5a) calculated at DFT level
are shown in Figure 10. The dispersion corrected functionals
BP86+D and B3LYP+D show aminimum in the potential energy
curve at the distance observed in the crystal. The interaction
energies calculated with these functionals are �11.89 and
�13.40 kcal/mol, respectively. The functional B97-D gave a

Table 4. Hydrogen Bond Geometry: Distance (Å) and Angle
(deg)

D—H 3 3 3A D—H H 3 3 3A D 3 3 3A D—H 3 3 3A

1 C2—H2 3 3 3O81
a 1.069 2.456 3.4203(4) 149.6

2 C5—H5 3 3 3N2
b 1.066 2.556 3.4911(4) 146.0

3 C6—H6 3 3 3N91
c 1.078 2.539 3.5018(4) 148.3

a Symmetry code:�x + 1, �y,�z + 2. b Symmetry code: x + 1/2,�y +
1/2, z - 1/2 . c Symmetry code: �x + 2, �y, �z + 2.

Table 5. Mutual Penetrations (Å) of the Hydrogen-Acceptor
Atoms

ΔrH ΔrA ΔrH + ΔrA

cp1 0.047 �0.005 0.042

cp2 0.031 �0.039 �0.008

cp3 0.046 �0.029 0.017

cp4 �0.050 �0.061 �0.111

cp5 �0.185 0.001 �0.184

cp6 �0.227 �0.033 �0.260

cp7 �0.234 �0.063 �0.297

cp8 �0.182 �0.167 �0.349

cp9 �0.318 �0.184 �0.502

Figure 8. CtN 3 3 3CtN interaction: (a) gradient lines in the CtN 3 3 3 CtN plane; (b) bond path and associated critical point (cp18).
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somewhat elongated minimum distance of 3.30 Å with an
interaction energy of �12.25 kcal/mol (�12.06 kcal/mol at
the crystal distance). The interaction curves (Figure 10) clearly
indicate that the augmentation with empirical corrections for van

der Waals interactions is crucial for the proper description of the
system under consideration. Moreover, we found that two widely
used functionals, BP86 and B3LYP, when corrected for disper-
sion are robust tools for predicting the interaction energies of
weakly bound dimers, which was also the case for much larger
systems (over 100 atoms) containing [2.2]paracyclophane moi-
eties and transition metal atoms.75

The crystallographic study shows that the CtN 3 3 3CtN
close contact is one of themost important motifs determining the
crystal packing of 1. In order to have a closer look on this
interaction, we performed a similar nonrelaxed potential energy
scan involving a model acetonitrile structure depicted in
Figure 5b. The resulting curves are presented in Figure 11 along
with SCS-RI-MP2-F12 single-point results for equilibrium geo-
metry (ΔE = �5.80 kcal/mol at d = 3.26 Å) and the distance
found in the crystal (ΔE = �5.50 kcal/mol at d = 3.22 Å). Over
40% of the interaction energy between two units of molecule 1
comes therefore purely from the interaction of the cyano groups.
All DFT+D functionals gave a bit longer CtN 3 3 3CtN equi-
librium distance than that found in the crystal structure (d = 3.37
Å for B97-D and d= 3.28 Å in the cases of BP86+D and B3LYP+D)
while uncorrected BP86 and B3LYP with d = 3.45 Å are far
away from the experimental value. According to Table 6, the
BP89+D interaction energy at the crystal distance (�5.45 kcal/mol)
is close to the one obtained with SCS-RI-MP2-F12. Similar

Figure 9. Deformation density around the crystallographic inversion
center at the CtN 3 3 3CtN antiparallel interaction, contours(0.0025
e/Å3: blue, negative; red, positive.

Figure 10. Energy change upon variation of CtN 3 3 3CtN distance d
between two units of molecule 1 (for the definition see Figure 5a).
Different density functionals are compared to the binding energy
obtained at SCS-RI-MP2-F12 level of theory.

Figure 11. Energy changes upon variation of the CtN 3 3 3CtN
distance d between two acetonitrile molecules (for definition see
Figure 5b). Modeled dipole�dipole interaction with dipole moments
taken from B3LYP+D calculations is depicted with a green dashed curve
while red point denotes the SCS-RI-MP2-F12 energy at crystal distance
(3.22 Å).

Table 6. Total Interaction Energies (in kcal/mol) for aDimer
of 1 (a) and Acetonitrile Model (b), As Depicted in Figure 5. a

model BP86 B3LYP BP86+D B3LYP+D B97-D SCS-RI-MP2-F12

5a �3.89 �5.44 �11.84 �13.39 �12.18 �13.06

5b �3.02 �3.46 �6.04 �6.48 �5.45 �5.68
aThe calculation was done with a distance d = 3.22 Å between the two
CtN lines corresponding to the crystal structure.
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accuracy was observed in the case of B97-D (�5.45 kcal/mol),
but unexpectedly, the B3LYP+D value (�6.48 kcal/mol) had an
absolute error of 12%. The above results can be directly
compared with IMPT (intermolecular perturbation theory)
results of Wood et al.22 Their value for antiparallel, coplanar
CtN 3 3 3CtN equilibrium interaction between two acetonitrile
molecules was significantly smaller (�3.87 kcal/mol) than our
SCS-RI-MP2-F12 value for such an interaction (�5.68 kcal/
mol). However, it is well-known that the MP2 method alone
(without SCS approach) purely describes weak interactions.76

This, in connection with the small basis set used (6-31G**), leads
to large errors. (Further confirmation was obtained by calcula-
tion of interaction energies at CCSD-F12/cc-pVTZ-F12 and
CCSD(T)/aug-cc-pVTZ level of theory. Obtained values are
�5.71 and �5.99 kcal/mol, respectively.).
In order to model the dipole�dipole interaction in an anti-

parallel cyano groups arrangement, we have applied the following
formula to obtain the attraction energy between two antiparallel,
coplanar dipoles77

E ¼ μ2ð3 cos2 Θ� 1Þ
4πε0r2

ð8Þ

Geometrical parameters r and θ are defined in Figure 11, and
ε0 is the dielectric constant of vacuum (8.85 � 10�12 C2

3N
�1

3
m�2). The dipole moment of the acetonitrile molecule, denoted
as μ, was taken from B3LYP+D calculations. Its value (4.0 D) is
close to the experimental data obtained for gas phase acetonitrile
molecules (3.9 D).78 The green dashed line in Figure 11 presents
the obtained curve. The behavior of the energy decay with
increasing distance d for acetonitrile molecules has an 1/d3

dependence in agreement with the 1/r3 dependence in the case
of two pure electrostatic dipoles. Moreover, two interacting
dipoles provide a good model for this system up to the energy
minimum where the repulsion forces start to play a crucial
role. Further confirmation of the purely electrostatic nature of
CtN 3 3 3CtN interaction was acquired by inspection of cano-
nical molecular orbitals at the crystal distance (Figure 12). A
linear combination of four π orbitals of individual acetonitrile
molecules forms four molecular orbitals with two bonding among
them (19, 20). Only MO 20 shows a small overlap between
π orbitals of different molecules while the rest conserves a
singular, monomolecular character. This overlap is very much
in line with the observed experimental static density of cp17, as
discussed above (Figure 9).

Figure 12. Images of the highest four occupied molecular orbitals
obtained with the B3LYP functional (0.04 cutoff).

Figure 13. 3D view of the static deformation charge density distribution of two nitro groups in the O 3 3 3O contact. The CP and bond path are shown.

Figure 14. Representation of the gradient lines of the total electron
density.
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O 3 3 3O Contact. Careful analysis of the experimental electron
density topology reveals a very weakO 3 3 3Ocontact, longer than
the sum van der Waals radius (3.47 Å). The angles formed by
N�O 3 3 3N are 145� and 117� (cf. Figure 13). The static
deformation density (Figure 14) shows that the O82 electron
lone pair of one molecule is directed toward an electron depleted
region of atom O81 of the second molecule, so the interaction
between the two oxygen atoms is actually not as repulsive as
could be expected. Accordingly this interaction is characterized
by cp18 and its related bond path (Figures 13 and 14). Such an
interaction is similar in nature to that observed for Cl 3 3 3Cl
interactions in hexachlorobenzene.79 The corresponding electro-
static energy calculated with VMoPro1�3 for the dimer composed
of the two connected molecules is about �11 kcal/mol.

Experimental Electrostatic Energy. There are 14 symmetry
related molecules surrounding the 2-methyl-4-nitro-1-phenyl-
1H-imidazole-5-carbonitryle molecule in the crystal (Figure 15).
Among these 14 occurring dimers, nine are independent. The
electrostatic energy was calculated with VMoPro1�3 (Table 7)
for each dimer interaction using the Rfree and Free models. In
general, values of the electrostatic energies for these two models
differ by less than 8% with the exception for symmetry related
molecules #2, #4, and #7, where the changes are 33, 21, and 12%,
respectively (Table 7). The highest difference is attributed to the
dimer connected via dipole�dipole interaction (no. 2), in line
with the changes in Laplacian and λ3 mentioned before.
These energy calculations clearly address the importance of

the multipole refinement strategy and the need to have statistical
indices like Rfree to validate fine refinement details: the experi-
mental electrostatic energy differs by 6 kcal/mol calculated from
theFreemodel (�13kcal/mol) or theRfree strategy (�19kcal/mol).
On the other hand our best theoretical approximation (SCS-RI-
MP2-F12) of the total interaction energy is close to �13 kcal/mol,
including repulsion and dispersion terms. Therefore one expects
the theoretical electrostatic term to be close to that found by our
Rfree model. It is however necessary to systematize how very
subtle details may largely affect quantitative electrostatic proper-
ties. It can be of utmost importance when applied to pro-
tein�ligand interactions for which larger uncertainty of atomic
positions will additionally affect the resulting energy.80
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